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The application of speech recognition to the com-
puter access needs of people with disabilities contin-
ues to grow, and a greater understanding of user per-
formance with such sysiems is needed. This article
reviews what is known about user performance with
speech recognition systems, with a focus on its appli-
cation to accommodation of physical disability. Al-
though current systems offer the potential of text en-
try at 150 words per minute, the literature suggests
that users actually achieve somewhere between 8 and
30 words per minute. Barriers that may contributie o
this gap, such as the costs associated with correcting
recognition errors, are reviewed, and directions for
future research are proposed. A major need is for ad-
ditional research involving users who have physical dis-
abilities.

Key Words: Speech recognition—Voice recogni-
tion—Human-computer interaction—Assistive tech-
nology devices.

Automatic speech recognition (ASR) systems
have the potential to greatly improve the produc-
tivity and comfort of performing computer-based
tasks for a wide variety of users. These systems al-
low data input into a computer by speaking into a
microphone rather than by typing with a keyboard
or other input device. Their use is becoming more
commonplace in society in general, as physicians
dictate medical reports directly to their computers
and individuals control remote computer applica-
tions by speaking into their cell phones.

The use of speech recognition is also very at-
tractive for individuals with a variety of disabili-
ties. The many possible applications include: con-
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trol of telephones, TVs, and other home appliances
(Cavalier & Brown, 1998; Goette & Marchewka,
1994; Noyes, Haigh, & Starr, 1989); enhanced com-
munication for people whose speech is consistent
but not generally intelligible (Coleman & Meyers,
1991; Doyle, Leeper, Kotler, & Thomas-Stonell,
1997); enhanced telecommunications for people
who are deaf (Noyes & Frankish, 1992); control of
functional electrical stimulation systems (Noyes &
Frankish, 1992); writing assistance for people who
have difficulty composing written language (De La
Paz, 1999; Higgins & Raskind, 2000; MacArthur,
1999; Raskind & Higgins, 1999); and general-pur-
pose access to computers (Thomas, Basson, &
Gardner-Bonneau, 1999),

Although all of these applications have potential
benefits for individuals with disabilities, the focus
of this article is on the use of ASR for general-pur-
pose computer access, particularly text entry. The
users of primary interest here are people with un-
impaired speech who might use ASR to accommo-
date a physical disability when nonspeech meth-
ods of text entry are either too slow or too painful
to meet their needs fully. This general category in-
cludes those individuals with severe physical dis-
abilities (e.g., high-level spinal cord injuries) as
well as those with localized and possibly tempo-
rary upper extremity impairments resulting from
repetitive stress injuries (RSIs). For users whose
physical disabilities require them to have hands-
free access to a computer, ASR is an attractive op-
tion compared with potentially less efficient meth-
ods, such as mouthstick typing or on-screen key-
boards. Users who are able to type manually but
slowly are drawn to the use of ASR by its promise
of increased speed and decreased muscle fatigue.
For people whose use of “standard” manual input
methods has led to an RSI or other serious bio-




mechanical stress, ASR may provide a productive
alternative to continued discomfort and exacerba-
tion of the injury, freeing users from keyboard use
and its associated postural constraints.

The promise of ASR is enormous, but some basic
questions regarding user performance with speech
recognition have not been satisfactorily addressed.
These include:

1. How well are speech recognition systems meet-
ing the needs of users who have physical dis-
abilities?

2. What is the range of productivity that a user of
an ASR system can expect? How does this de-
pend on the characteristics of both the user and
the task?

3. What is the learning curve associated with ASR
systems? How long does it take to develop a
high degree of proficiency?

4. Are there human factors costs that may par-
tially counteract the benefits of using ASR sys-
tems?

5. If so, are there methods of assessing for and de-
livering ASR systems that can reduce the im-
pact of these costs and result in improved user
satisfaction and productivity?

In this article, the literature on ASR systems
and physical disability is reviewed, with the goal
of understanding what is already known about
user performance with ASR and what remains to
be discovered. The article concludes with sugges-
tions for future research in this area.

BACKGROUND

Automatic speech recognition (ASR) has been
under development at least since the early 1970s.
Early systems could recognize only a handful of
discrete words or utterances. By the late 1980s,
recognition vocabularies of several thousand
words became available, with the requirement
that the user speak each word consistently and dis-
cretely, with short pauses between words. Discrete
ASR systems continued to improve in vocabulary
size, recognition accuracy, and capabilities. By the
mid-1990s, for example, systems such as IBM
VoiceType! and Dragon Dictate? provided a
30,000-word vocabulary and the ability to access
many Windows applications.

In 1997, a major breakthrough in ASR technol-
ogy occurred with the introduction of the first con-

sumer-affordable continuous speech recognition
system. Continuous speech allows users to speak
at their natural pace and rhythm, with the poten-
tial for faster and more satisfactory interaction.
Major dictation systems currently available for
Windows include IBM ViaVoice’ and Dragon
NaturallySpeaking.* The ViaVoice product also
has a version for the Macintosh operating system.

In addition to the distinction between discrete
and continuous recognition technology, ASR sys-
tems can be designed to be speaker dependent or
speaker independent. Speaker dependent means
that the user teaches the system about his or her
particular voice by undergoing a prescribed en-
rollment procedure. In early systems, this proce-
dure could last 2—-3 hours, a significant up-front
time cost for the user to even try the system. Cur-
rent systems allow for streamlined installation
and enrollment of approximately 30 minutes. The
user has the option of giving the system additional
training later as needed.

Speaker independent allows for walk-up-and-
use applications because no enrollment procedure
is necessary. This places a greater burden on the
recognition algorithm because it must match the
user’s utterances to a generic model of spoken lan-
guage rather than to one tuned to the user’s par-
ticular speech characteristics. General-purpose
dictation systems are rarely used in a speaker-in-
dependent fashion because of the degradation of
recognition accuracy. Speaker-independent appli-
cations of speech recognition technology are found
throughout daily life, however, in restricted vocab-
ulary situations such as automated telephone op-
erator services.

A third parameter of a speech recognition sys-
tem is its vocabulary size, that is, the number of
different words it can recognize. All early systems
employed restricted vocabularies because of the
limitations of the speech recognition technology
and memory restrictions in early computers, To-
day, the built-in vocabulary of a system like Drag-
on NaturallySpeaking contains tens of thousands
of words, and the user can add new words if nec-
essary. As noted, restricted vocabulary applica-
tions do still have a role for constrained tasks that
can benefit from speaker independence, such as
voice operation of bank ATMs.

The literature on speech recognition is very di-
verse, covering all combinations of these three di-
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mensions: discrete/continuous, speaker depen-
dent/independent, and restricted/large vocabu-
lary, This article focuses on the use of continuous
speech recognition, for general-purpose dictation
and computer access in a speaker-dependent fash-
ion, by individuals whose primary need is accom-
modation of a physical disability. I emphasize the
literature that is most relevant to that application;
however, because there is no strong concentration
of studies in any one combination of these dimen-
sions, I have also reviewed some literature that re-
lates to other aspects of speech recognition use,
particularly the older discrete ASR systems, in or-
der to offer a broader perspective.

Articles for review were located by keyword
searches of all the science, health, and general
journal databases available through the Univer-
sity of Michigan library, including CINAHL, Med-
line, InfoTrac, OCLC FirstSearch, and NARIC.
The keywords used were “voice recognition” and
“speech recognition.” Additional articles were ob-
tained by searching the proceedings from assistive
technology conferences such as CSUN and RES-
NA, as well as from colleagues in the field.

USER PERFORMANCE WITH ASR

User-System Performance With Discrete Speech
Recognition Systems

Discrete speech recognition (DSR) systems re-
quire the user to say each word individually, sep-
arated by a short pause from the preceding and fol-
lowing words. This was the first type of speech rec-
ognition system available, and discrete systems
are generally no longer developed, supported, or
maintained by commercial manufacturers for gen-
eral-purpose computer input. However, reports of
user performance with these systems are reviewed
here for two reasons. First, the discrete technology
is still used in some applications for people with
disabilities. For example, the requirement of
speaking slowly, word by word, can yield better
recognition accuracy for users who have dysarthria
and users who are ventilator-dependent or have
other respiratory impairments. Some users with
cognitive impairments also can benefit from the
imposed word-by-word structure of a DSR system
(Higgins & Raskind, 2000). Second, much of the
scientific literature on user performance with
speech recognition deals only with discrete sys-
tems, and its review provides a perspective from
which to understand the literature on continuous
speech recognition systems, which will be dis-
cussed in the next section.
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Recognition Accuracy

One metric of user-system performance is the
recognition rate, measured as the percent of words
or utterances accurately recognized. All data in
this section are from users without disabilities. Re-
ports from early systems, using limited vocabular-
ies of less than 70 words, letters, and digits, tend
to range from 90% (Dabbagh & Damper, 1985;
Shurick, Williges, & Maynard, 1985) to better than
95% accuracy (Frankish & Noyes, 1990; Noyes &
Frankish, 1994). However, there is one report of
very poor recognition, averaging 50% for 12 sub-

jects after 10 days of practice, with a restricted-vo-

cabulary system for control of home appliances
(Noyes et al., 1989). More advanced systems, with
vocabularies of several thousand words, have re-
ported recognition rates of 94% to 98% for well-
trained subjects (Karl, Pettey, & Shneiderman,
1993).

Recognition accuracy has been observed to be
sensitive to a variety of factors, including time on
task, task type, individual variation, user training
and experience, vocabulary domain, background
noise, and microphone position. Frankish, Jones,
and Hapeshi (1992) noted that recognition accu-
racy on a digit entry task decreased by several per-
centage points within minutes of starting the task
because of changes in the subjects’ vocal style as
the task proceeded. In a test on one of the earliest
large-vocabulary systems (a precursor to IBM’s
VoiceType product), recognition accuracy for 12
subjects across two test sessions averaged 92%
overall for a reading task (Brown & Vosburgh,
1989). In a composition task, however, these same
subjects achieved only 85% accuracy. In both
tasks, the users with the worst recognition expe-
rienced roughly three times as many errors as the
best users. A second study using this same system
showed that average recognition accuracy for 12
subjects improved from 91.6% to 94.4% after 4
weeks of coaching and retraining (Danis, 1989). In
addition, the variation between best and worst
subjects decreased over this same period. In a later
study, in which seven readers dictated radiology
reports to the IBM VoiceType system, recognition
accuracy of 94% was achieved “under optimal con-
ditions” for radiology content alone (Zemmel, Park,
Maurer, Leslie, & Edlich, 1997). However, for gen-
eral English words within the reports, the accu-
racy dropped to 77%. An increase in background
noise caused a similar drop in accuracy, as did
changes in microphone position. On this basis, the
authors concluded that discrete SR was inade-
quate for medical emergency room and radiology
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dictation based on observed performance in those
environments.

Productivity

A second performance metric is overall user pro-
ductivity. The results for the productivity of dis-
crete SR systems relative to standard input meth-
ods are mixed, depending on the task and subject
population. Many empirical studies that report
task time for discrete speech recognition have fo-
cused on tasks that require relatively small vocab-
ularies and were therefore better suited to the
available ASR technology, such as alphanumeric
data entry, computer programming, or entering
text editing or spreadsheet commands.

Two studies report positive productivity results
on constrained tasks for speech recognition rela-
tive to other input methods, Karl et al. (1993) ob-
served that when subjects without disabilities
used voice instead of a mouse to enter word pro-
cessing commands, time for four specific tasks was
reduced by 19%. In a study of four subjects using
a speech-enabled computer-aided design system,
users were able to complete 62% of the tasks with-
in a fixed time when speech input was available,
and only 38% of the tasks when speech was not
available (Martin, 1989),

Four other studies on constrained tasks reported
neutral or negative results for speech input. Leg-
gett and Williams (1984) asked 24 subjects to enter
and edit segments of specified computer programs,
using speech input and standard keyboard input.
During a 10-minute period, subjects could com-
plete more tasks on average using the keyboard
(70%) than they could using speech input (53%).
However, given that subjects were vastly more ex-
perienced with keyboard use than with speech in-
put, the authors interpreted these results as en-
couraging for the use of speech as a computer pro-
gramming input modality. Indeed, approximately
one third of the subjects had equivalent perfor-
mance with voice and keyboard. A study with an
early speech-controlled text editor showed no sig-
nificant difference in speed relative to keyboard,
even for inexperienced typists (Morrison, Green,
Shaw, & Payne, 1984). In a similar experiment
with spreadsheet tasks, however, subjects who
used speech in combination with keyboard/mouse
to enter commands took almost 50% longer to com-
plete the experimental task than those who used
only the keyboard and mouse (Molnar & Kletke,
1996). Valk (1990) found that a touchscreen was
faster, and preferred, relative to speech input for
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30 subjects who used both methods to input com-
mands for an industrial control task.

For general dictation and text entry, perfor-
mance with discrete SR systems has steadily im-
proved over the years. For one early system, in
which the user spelled out each word using the mil-
itary alphabet, text entry rates were approximate-
ly 8 words per minute (wpm) (Dabbagh & Damper,
1985). By 1997, anecdotal reports of transcription
rates for highly skilled users without disabilities
approached 25-30 wpm (Mello, 1997), not gener-
ally competitive with skilled touch typists but per-
haps sufficiently fast for many tasks. One empiri-
cal study suggests that extensive practice may not
even be necessary to achieve these relatively high
speeds (Dirks & Dirks, 1997). Forty-four under-
graduates without disabilities were introduced to
the Dragon Dictate system, and after initial en-
rollment and a short practice session, totaling
roughly 1% hours, their text entry rates on a 5-mi-
nute typing test averaged 28 wpm. These authors
did not report the recognition accuracy their sub-
jects achieved, nor did they describe how or wheth-
er subjects corrected misrecognition errors during
the dictation task. They did note that errors over-
all were lower in the dictated text compared with
similar text that subjects typed with the keyboard.

Studies Involving Users With Disabilities

I have found four studies relating to perfor-
mance with discrete ASR systems by individuals
whose primary need for ASR is the accommodation
of physical disabilities. The first is a descriptive
study in which 29 people with a variety of disabil-
ities evaluated a voice-operated system for control
of household appliances (Noyes et al., 1989). Spe-
cific results for recognition accuracy or success at
operating the system were not reported. Overall,
the researchers suggest that evaluators liked the
idea of using voice control, but that this particular
implementation was not very successful because of
poor recognition.

The second study is of a single case that directly
compared text entry rate with a discrete speech
recognition system to mouthstick typing (Dalton &
Peterson, 1997). The subject was a well-trained
user with a high-level spinal cord injury, He
achieved 20 wpm with the speech system, com-
pared to 13 wpm using his mouthstick on a stan-
dard keyboard. This individual was also more ac-
curate with speech input (98%) than with his
mouthstick (95%).

The third report was a larger scale study involv-
ing a custom-built text-editing application, called
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StoryWriter, which was designed for journalists
who had incurred RSIs in their hands and upper
extremities (Danis et al., 1994; Karat, Lai, Danis,
& Wolf, 1999). Anecdotal reports of the accuracy
achieved by these subjects ranged from percent-
ages in the low 80s to the mid 90s. The authors at-
tribute the relatively low accuracy to the challeng-
ing noise conditions experienced within the open
newsroom. They do not report on productivity mea-
sures with the system, but note that some users
credited the system with success in allowing them
to return to work following their RSI.

Finally, Schwartz and Johnson (1999) surveyed
28 users of DSR systems regarding their percep-
tions of its effectiveness. All these users received
one initial training session followed by one follow-
up session approximately 1 month later. Although
75% of the subjects said they needed more train-
ing, 75% rated their overall experience with DSR
as good or better. The remaining 25% were no lon-
ger using their systems. No measurements of ac-
curacy or productivity were taken, but 51% of the
subjects believed that they could enter text at 20
wpm or greater using speech.

Summary

Overall, reported accuracy for general dictation
with DSR systems has ranged from 77% (Zemmel
et al., 1997) to about 95% (Danis, 1989). Produc-
tivity for experienced users on text transcription
tasks ranges from 20 to 30 wpm. The only empir-
ical performance measurements reported for a
user with a physical disability are for a single in-
dividual who achieved 98% accuracy and a 20-wpm
text entry rate (Dalton & Peterson, 1997).

User-System Performance With Continuous
Speech Recognition Systems

The heyday of discrete speech recognition has
passed. Continuous speech recognition (CSR) sys-
tems that will recognize tens of thousands of words
are now available for less than a few hundred dol-
lars. Popular reviews of such systems suggest that
users can employ natural speech at their natural
pace, with resulting dictation speed of up to 150
wpm and more than 95% recognition accuracy
(Mello, 1997; O'Malley, 1997; Zafar, Overhage, &
MecDonald, 1999). However, only a few scientific
studies provide data with which to interpret the
validity of these claims.

With continuous speech recognition, published
reports are much more focused on general- or spe-
cific-purpose text entry, rather than on the re-
stricted-vocabulary applications that mark so
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much of the discrete speech recognition literature.
Overall, however, the results with continuous
speech recognition are not markedly different from
those reported for discrete speech recognition.

Recognition Accuracy

Devine, Gaehde, and Curtis (2000) compared the
accuracy achieved with three different CSR sys-
tems. Accuracy was measured for 12 physicians
performing a medical dictation task immediately
after initial training and enrollment with each sys-
tem. The “out-of-the-box™ accuracy ranged from an
average of 85% to 93% for the different systems.
The study did not examine, however, whether ac-
curacy changed with additional time and practice.
A team at IBM, however, has looked at this issue,
at least for a handful of subjects (Karat, Horn, Hal-
verson, & Karat, 2000). Across three different CSR
systems, novices who used speech for a text entry
task achieved a recognition accuracy of 89%,
whereas long-term (several years of use) and “ex-
tended-use” (20 hours of use) subjects achieved ac-
curacy of 92% to 94%.

The IBM MedSpeak system for dictation of ra-
diology reports is somewhat of an anomaly (Lai &
Vergo, 1997). It is the only system of those re-
viewed that was employed in a speaker-indepen-
dent fashion, meaning that the users did not have
to undergo an enrollment procedure to teach their
voice patterns to the system. Although speaker in-
dependence generally implies lower recognition ac-
curacy, three MedSpeak users achieved an average
accuracy of 97%. This is surprisingly good, vet, as
I will discuss, the system was not judged to be good
enough to replace the radiologists’ current meth-
ods of report creation.

Productivity

With the MedSpeak system, the time required
for a report to go from beginning of report creation
to final signature decreased by 76.8%, compared
with the traditional system of physician dictation
followed by secretarial transcription (Lai & Vergo,
1997). In one sense, this represents a huge pro-
ductivity gain in terms of how quickly a report is
available to the referring physician. However, the
use of Medspeak took more of the radiologists’
time, about 35-50% more time than the simpler
acts of dictating into a recorder and signing the
transcribed report. So, despite the impressively
high accuracy and overall productivity gains, the
test group of physicians did not embrace the
MedSpeak system as an acceptable alternative to
the status quo.
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In perhaps the most detailed study of text entry
with speech recognition, 12 subjects were asked to
perform four text entry tasks using a CSR system
and four similar tasks using the standard key-
board and mouse (Halverson, Horn, Karat, & Kar-
at, 1999; Karat, Halverson, Horn, & Karat, 1999).
Subjects had approximately 2 hours of training
and practice with the speech system before per-
forming the tasks. Results showed that, using
gpeech, subjects could transcribe text at an aver-
age of 13.6 wpm (including time required to correct
recognition errors). With the keyboard and mouse,
their transcription speed averaged 32.5 wpm. A
separate group of four subjects, who were part of
the research team, was followed across 20 hours of
speech recognition use. These extended-use sub-
jects achieved transcription speeds averaging 25.1
wpm. One expert, with several years of experience,
tested at 31.0 wpm (Karat et al., 2000). These re-
sults suggest that initial performance with CSR is
relatively slow but can be expected to improve sig-
nificantly with practice. It is not clear from this
study, however, whether, or at what point, text en-
try speed with speech would exceed that with key-
board and mouse.

This same research group also examined perfor-
mance during simple composition tasks, in which
users were asked to write their own text rather
than transcribe it from hard copy. The absolute
rates achieved on initial use, at 7.8 wpm for speech
and 19.0 wpm for keyboard/mouse, were much
slower than transcription speeds, but the relative
difference between the two input methods re-
mained roughly the same (Karat, Halverson, et al.,
1999).

Gould, Conti, and Hovanyecz (1983) also focused
on composition tagks. Using a human typist to en-
ter the subjects’ utterances, they simulated a va-
riety of different types of “listening typewriters,”
including one that allowed continuous speech with
unlimited vocabulary. This they called the “ulti-
mate, but unachievable” speech recognizer. For
eight novice subjects, the composition time for
short letters was significantly faster with this sys-
tem than with handwriting, with a composition
rate of 11.5 wpm compared to around 8 wpm for
writing, and subjects preferred this system to writ-
ing. In a second experiment, users with dictation
experience were employed. They achieved slightly
faster, but similar, performance as the novices, but
they did not express the same degree of preference
for the listening typewriter.

Studies Involving Users With Disabilities

I have not been able to find any empirical studies
that report on the productivity of CSR use by peo-
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TABLE 1. User performance with continuous
speech recognition systems

Text entry speed (wpm)

User Recognition  Tran-
experience accuracy scription Composition
Initial use 85-93% 14 7.8
Extended use 94% 25-30 Not available

Note. All data were collected from subjects without dis-
abilities. Text entry speeds include time required to correct
recognition errors. The transcription and composition
speeds for subjects using standard keyboard and mouse are
32.5 and 19.0 wpm, respectively (wpm = words per mi-
nute). Sources: Devine et al.,, 2000; Karat, Halverson,
Horn, & Karat, 1999; Karat, Horn, Halverson, & Karat,
2000.

ple who are using it to accommodate physical dis-
abilities. In the area of learning disabilities, one
study suggests that CSR use can enhance reading
and spelling ability, but no data on the perfor-
mance of the students with the CSR system itself
(i.e., recognition accuracy or text entry rate) were
presented (Higgins & Raskind, 2000). Use of the
technology to meet the needs of people with phys-
ical disabilities is often mentioned during general
discussions of ASR, with the assumption that this
user group may be more tolerant of the “immature”
technology because they are limited in their ability
to use the standard keyboard and mouse input
methods (e.g., Danis & Karat, 1995; Seelbach,
1995; Shneiderman, 2000). It is unclear at this
time whether this assumption is warranted. I gim-
ply have not been able to find any performance
data on CSR use by people with physical disabili-
ties.

Summary

Table 1 summarizes the published performance
data on performance with CSR systems. For users
without disabilities, speeds on text entry tasks us-
ing speech input are generally slower than speeds
on the same tasks using keyboard and mouse. In
interpreting these results, note that it can be dif-
ficult to make a fair comparigson with more fre-
quently used methods such as the keyboard be-
cause many subjects have already developed a
high degree of skill with these methods. A more
significant issue is that only a handful of empirical
studies even involve users without disabilities,
and we have found no relevant studies employing
users who have physical disabilities.
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BARRIERS TO SUCCESS WITH ASR

Although today’s CSR systems offer the poten-
tial for input at 150 wpm, the published reports
suggest a reality somewhere between 8 and 30
wpm. What accounts for this gap? This section re-
views a range of possible barriers to successful use

of ASR technology.

Is Speech Well-Suited to the Task?

Learning and Training Requirements
“Cognitive Costs” During ASR Use

Physical Interference With Other Tasks
Vocal Fatigue

Social and Work Environment Considerations
Technical Barriers

PR S e Gt

Is Speech Well-Suited to the Task?

It has been suggested that although speech is a
natural medium for human-to-human communi-
cation, it just may not be that natural for human-
to-computer communication. Newell, Arnott, Cart-
er, and Cruickshank (1990) explored this ideain a
partial replication of Gould et al.’s (1983) “listen-
ing typewriter” study, in which a human operator
simulated a CSR system with an almost unlimited
vocabulary. The 20 subjects achieved an average
composition speed of 7.9 wpm using the simulated
speech recognizer for a series of letter composition
tasks. One reason for this relatively slow speed is
that only 39% of the words uttered by subjects, on
average, appeared in the final text. The majority
of their words involved thinking out loud about
what they wanted to say and negotiating with the
“typewriter” to edit their text. The authors con-
cluded that the use of speech for text composition
may be inefficient and that designing an appropri-
ate command structure for a speech interface is not
a trivial endeavor.

ASR may be less beneficial in tasks like compos-
ing text, where “thinking” time is often the limit-
ing factor rather than speed of getting the
thoughts into the computer (Martin, 1989). In
Gould et al’s (1983) simulation, subjects spent
only 10-18% of their time in a composition task ac-
tually dictating the words. So even if the speech
technology enables faster word entry time, it may
not affect the overall task time in a significant
way. Some believe that ASR may be most benefi-
cial for tasks involving frequent and short inter-
actions between the user and the system, such as
command entry or command and control of a com-
puter operating system (Caton & Bethoney, 1998;
Martin, 1989).
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Learning and Training Requirements

Learning and training are among the most fre-
quently mentioned issues influencing success with
ASR technology (e.g., Biermann, Fineman, &
Heidlage, 1992; Henry, 1998; Horner, Feyen, Ash-
lock, & Levine, 1993). For successful use, the sys-
tem must learn how the user speaks, which typi-
cally involves a standard enrollment process in
which the user says specific words or paragraphs
in response to system prompts. The user must
learn how to speak in such a way as to maximize
recognition accuracy, by using clear and consistent
tone, volume, and pronunciation. The user must
also learn the most effective technique for identi-
fying errors and correcting the system when the in-
evitable misrecognition occurs. One corporate re-
seller of ASR suggests that a minimum of 20 hours
of training is necessary (Henry, 1998).

Finally, a memory burden is involved in learning
the commands necessary for effective interaction
with an ASR system (MacArthur, 1999). As with
any sophisticated computer application, there are
dozens of possible commands. Even a novice may
need to learn a fairly large subset of these com-
mands, particularly if he or she is using ASR in a
“hands-free” or almost hands-free mode. The com-
mands fall into four major categories:

1. Special words needed for dictation. This in-
cludes the words necessary to generate punc-
tuation marks, numbers, or dates in the desired
format and may also include knowledge of the
military alphabet for spelling out words.

2. Special words needed for editing. This includes
actions such as capitalization, tabs, blank lines,
cursor movements, insertions, deletions, cut-
ting, and pasting.

3. Spoken equivalents to application software or
operating system commands. This includes
commands for launching applications, opening
and closing windows, copying and deleting files,
and menu or button commands within a given
application.

4. Commands needed to operate the ASR system
itself. This includes basic operational com-
mands for turning the microphone on and off,
correcting recognition errors, and updating
voice training, as well as more advanced com-
mands for playing back dictation, using text-to-
speech capabilities, or creating voice macros.

The design of the command vocabulary can play
a significant role in the overall usability of the sys-
tem. Garberg’s (1995) study involving 26 subjects
exposed to a set of 42 commands showed that the
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particular choice of a word for a given command
can make a big difference in a user’s subsequent
ability to recall it. In an attempt to enhance mem-
orability, a voice command within an application
may be chosen to have the same name as the menn
or button equivalent (Jones, Frankish, & Hapeshi,
1992). However, this strategy generally results in
short voice commands, which may be harder for
the speech recognizer to discriminate. If special
words are chosen for the voice commands to en-
hance recognizability, this results in essentially a
second set of application commands for the user to
learn. Furthermore, the user’s age is a major fac-
tor. In Garberg’s (1995) study, subjects over the
age of 60 recalled less than half the commands re-
called by younger subjects.

“Cognitive Costs” During ASR Use

In addition to the cognitive effort required up
front to learn to use an ASR system, there are also
cognitive costs involved once the system has been
learned. The major source of these costs lies in the
necessity of identifying and correcting recognition
errors. These issues are discussed first, followed by
an outline of other cognitive costs incurred during
ASR use.

Performance Conseguences of Recognition Errors

For gkilled users, accuracy with ASR may ap-
proach that achieved with standard keyboard in-
put. However, the consequences of errors with a
keyboard compared to speech recognition are very
different. The detection of keyboard errors gener-
ally requires relatively little attention, whereas
most errors with ASR cannot be “felt,” but must be
specifically identified by looking at the display
(Karat, Halverson, et al., 1999). Similarly, correc-
tion of keyboard errors is more straightforward, re-
quiring an average of 3 seconds, compared to 25 or
more seconds to repair a speech recognition error
(Karat et al., 2000). This time adds up over the
course of a several-page document. Even at 95%
accuracy, an average of 5 errors will occur per 100
words dictated. At an error rate of only 5%, a five-
page document with a total of 2,500 words contains
125 errors. The text itself could be dictated in 25
minutes or so, at a rate of 100 wpm, but the error
correction could require an additional hour of time
(Halverson et al., 1999). In other words, when
transcribing text with ASR, about one third of the
time may be spent reading the text, and the re-
maining two thirds of the time may be spent cor-
recting recognition errors, even for users with high
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accuracy. For inexperienced users with lower rec-
ognition accuracy, the situation is even worse.

Anecdotally, 95% accuracy has been reported to
be the threshold of user acceptance and successful
use (Caton and Bethoney, 1998; Karat, Lai, et al.,
1999). This criterion is based on extensive user
feedback from trials of IBM speech recognition
technology in applications ranging from radiology
to journalism, as well as via observations during
product testing at PC Week Labs.5 A study by Cas-
ali, Williges, and Dryden (1990) showed how seem-
ingly small differences in recognition accuracy can
lead to fairly large differences in performance and
to user acceptability. Eighteen subjects used a sim-
ulated speech recognizer to perform a data entry
task involving digits, short words, and a few com-
mands. Among the conditions simulated were
three different levels of recognition accuracy; 91%,
95%, and 99%. As expected, task completion time
significantly improved with each increment in rec-
ognition accuracy. However, the improvement was
not linear. Jumping from 91% to 95% accuracy
yielded a 22% improvement in task time, while
jumping from 95% to 99% yielded a smaller im-
provement of 14%, The accuracy level also had a
significant effect on subjects’ acceptability ratings,
with, again, the biggest jump in acceptability oc-
curring on the jump from 91% to 95% accuracy.
These results highlight the importance of being
precise when talking about recognition accuracy
(i.e., anecdotally reporting that it is “above 90%”
gives too broad a range) and suggest that 95% ac-
curacy may indeed provide the best combination of
attainable accuracy with good user performance
and acceptability.

Identifying Recognition Errors

Because any ASR system makes mistakes, users
must first decide how they are going to identify er-
rors. The two basic strategies are (1) a “proofread-
ing” strategy, in which the user focuses first on dic-
tating the entire text and then corrects errors as a
group in a second step; and (2) an “in-line” strat-
egy, in which the user identifies and corrects errors
as they occur (Karat, Halverson, et al., 1999).
When people use nonspeech input methods to en-
ter text, they typically use an in-line strategy. In-
deed, many keyboard users often detect and cor-
rect their errors in-line without even looking at the
display. The typist can “feel” when an error has oc-
curred. Novice users of ASR, perhaps transferring

* PC Week Labs, a subsidiary of ZDNet, 6560 Townsend Street,
San Francisco, CA 94103; www.zdnet.com.
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their experience with nonspeech methods, typical-
ly use an in-line strategy more often than a proof-
reading strategy to identify errors (Karat, Halver-
son, et al., 1999). In-line identification has the ad-
vantage of taking care of the error while the correct
intent ig still fresh in the user’s mind. However, it
has the disadvantage of requiring considerable at-
tention and possible distraction from the primary
task. When an error is detected in-line, perfor-
mance of the user’s primary task stops while the
error is corrected, potentially disrupting the
rhythm of primary task activities.

The proofreading strategy has the advantage of
reducing the amount of the user’s attention that is
diverted from the primary task. Because the user,
in effect, does not worry about errors until after the
entire text, or at least a major portion of it, is com-
pleted, he or she can focus more completely on dic-
tating or composing the text. This may be why
more frequent use of the proofreading strategy is
correlated with greater expertise with speech rec-
ognition (Karat, Halverson, et al., 1999). One
drawback, especially when recognition accuracy is
not above 95%, is the risk of forgetting the original
intent when there is a significant time delay be-
tween when the error occurred and when it is iden-
tified. In a typical example taken from one of our
research subjects, the user actually said, “Sudden-
ly, Tom opened his eyes and sat up.” The system’s
attempt at recognizing this sentence was “Sudden-
ly, open his license that up.” Seeing that garbled
sentence even a few minutes after the utterance,
one could easily forget the original intent. This also
makes it harder for someone other than the speak-
er to do the correction process. Systems such as
Dragon NaturallySpeaking have a feature that al-
lows for audio playback of what a user said as a
way to refresh the user’s memory in these situa-
tions. But use of this feature can bring its own
costs, such as the knowledge of when and how to
use it, the time required for its use, and the cog-
nitive effort required to map what one hears in the
playback to the errors one sees on the screen. It is
preferable to avoid this situation altogether.

Correcting Recognition Errors

Once an error has been detected, the next step is
generally to correct it. Although there are numer-
ous specific methods, both within and between dif-
ferent ASR systems, the correction methods gen-
erally fall into one of three categories:

1. Use a “Scratch That” or “Undo” command to
erase the immediately previous utterance.
Then redictate the utterance. This general
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method has been named SCRUNDO by the re-
search group at IBM (Halverson et al., 1999).

2. Select the erroneous word or phrase by a voice
command (e.g., “Select ‘license that’”). Then re-
dictate the correct word or phrase in its place
(e.g., “eves and sat”).

3. Select the erroneous word or phrase by a voice
command and open the error correction dia-
logue (e.g., “Correct ‘license that’”). Then
choose from one of the following correction
methods:

a. select the correction from a pick list of alter-
nate recognitions;

b. spell the word by voice; or

¢. spell the word by another input method such
as the keyboard.

For either of the spelling correction methods,

the pick list of alternates will change as the

user types in letters for the word. If the desired

word or phrase appears in the numbered pick

list, it can be selected at any time by giving the

appropriate voice command (e.g., “Choose 3”).

Although all of these methods can be used to cor-
rect recognition errors, only the last method, to
open up the correction dialogue, is actually intend-
ed to be used for this purpose (Halverson et al.,
1999). The SCRUNDO method is primarily de-
signed for correcting utterances that are misspo-
ken or inadvertent vocalizations, such as coughs.
The select-then-redictate method is actually in-
tended for making editing changes to the text.
Only the correction dialogue method teaches the
system more about how to correctly interpret the
user’s voice. By consistently using the correction
dialogue to fix recognition errors, the user helps
the recognizer improve subsequent accuracy. Con-
versely, when the user relies on SCRUNDO or se-
lect-redictate, the system does not learn from its
recognition mistakes, and recognition accuracy is
much less likely to improve.

The way people actually correct errors has been
shown to be quite different than the way the sys-
tem designers originally intended. In examining
the correction behavior of 12 novice ASR users, a
research group from IBM found that the most com-
mon strategy among people who are not specifi-
cally coached to use a particular method is to select
then redictate the incorrect word (Halverson et al.,
1999; Karat, Halverson, et al., 1999). Subjects
used this method 38% of the time. They deleted
then re-entered (SCRUNDO) 23% of the time.
They used the correction dialogue only 8% of the
time. The remaining 32% of the correction time
was spent fixing recognition errors that occurred
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during the correction process itself (Karat, Halver-
son, et al., 1999).

Several problems are associated with this situ-
ation, in which three methods can be used for fix-
ing recognition errors but only one is really in-
tended for this purpose. First, the mere fact that
there are three different methods creates a cogni-
tive load on the user. There is a load associated
with learning the purpose of each method, the ap-
propriate conditions for its use, and the exact steps
for proper use. Even the choice between two simple
methods can cost a user 1-2 seconds each time a
choice is made (Olson & Nilsen, 1988). With ASR
systems, making the right choice is made more dif-
ficult by the fact that all three methods only ap-
pear to be equivalent. That is, externally, the re-
sults of each method are the same, but internally
their effects on the system are quite different. ASR
systems as currently designed do nothing to help
users realize that difference or to reinforce the
proper choice of correction methods.

Given the challenge in learning to make the “cor-
rect” choice, people often do what seems easiest or
what they remember most readily. Hence, they of-
ten use the more straightforward SCRUNDO or
select-redictate methods rather than the correc-
tion dialogue. In doing so, they inadvertently re-
strict the recognition accuracy they can achieve. In
addition, these seemingly simpler methods may
not work that well when used for fixing recognition
errors. For example, when using the select-redic-
tate method, the recognition accuracy for the re-
dictated text averages only 47% (Halverson et al.,
1999). This means that the majority of the time,
users must repeat this method multiple times to
get the system to recognize the intended word or
phrase correctly.

Appropriate use of the correction dialogue pro-
vides a powerful opportunity to teach the system
more about the user’s speech patterns. However,
its use is associated with cognitive loads, which
may be part of the reason people fail to use it as
often as they should. The user must first tell the
system what text he or she wants to correct. On the
surface, this appears to be a straightforward pro-
cess in which the user issues a command such as
“Correct carefully.” However, if the word to be cor-
rected occurs more than once in the document, the
system may not select the intended word, even if
it is the one closest to the current cursor position.
This can be very frustrating with a common word
such as the, leading to situations where a user re-
peats a “Correct the” command numerous times
before the system will select the intended one. In
addition, because the correction dialogue window
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covers up part of the text, the user may not even
notice that the word being corrected is not the one
intended. To avoid these problems, the user can se-
lect a short phrase, which is more likely to be un-
ambiguous. This is effective but, of course, it must
be learned or taught.

Once the correction dialogue box is open, there
are several additional sources of cognitive load.
One is the presence of the “pick list,” a list of can-
didate words or phrases that can be selected to re-
place the word currently being corrected. This can
be a powerful feature for reducing the letter-by-let-
ter spelling that is required, as long as the desired
word actually appears in the pick list, but it must
be visually scanned and commands for its use must
be remembered. A second source of cognitive load
is that, typically, at least a portion of the desired
word or phrase must be spelled out letter by letter.
For hands-free users, who do the spelling by voice,
successful recognition of spoken spelling requires
using the vocal pattern suggested in the system
manual (e.g., “say the letters continuously and
quickly, not one at a time” [Dragon Systems, 2000,
p- 191}, or knowledge of the military alphabet to re-
duce the ambiguity between letter sounds. To
avoid any problems with spoken spelling, the user
may type on the keyboard if he or she is able, but
in either case the knowledge of kow to spell the de-
sired words may also contribute to cognitive load.
Finally, the user must remember which methods
are appropriate for use within the correction dia-
logue. For example, in Dragon NaturallySpeaking,
the replacement word can be entered only by spell-
ing or by selection from the pick list. Users may
commonly, and erronecusly, attempt to redictate
the word within the correction dialogue, then won-
der why it is not recognized.

In summary, the correction of recognition errors
can be a smooth process, but in reality, users often
choose an inappropriate method that may be at-
tractively simple in the short term but reduces the
chances of long-term success. The challenge of cor-
rection is compounded by recognition errors that
occur within the correction process itself. Assistive
technology clinicians applying ASR to the needs of
their clients have long been aware of this issue and
have often had to devise specialized training meth-
ods in an attempt to reduce the impact of misre-
cognitions (Horner et al., 1993).

Preventing Recognition Errors

Because the cost of recognition errors is rela-
tively high, users have a strong incentive to pre-
vent as many of them as possible. If successful, er-
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ror prevention can reduce the time and irritation
associated with recognition errors, but prevention
techniques themselves may have some costs. The
typical advice given to reduce recognition errors is
to maintain a congistent, natural volume and pace
while speaking; to speak naturally but clearly,
enunciating each word, as a newscaster might
speak; to avoid saying “um” or thinking out loud;
and to speak in phrases rather than one word at a
time (Dragon Systems, 2000). Although the word
“naturally” is sprinkled throughout this advice, in
reality it is not natural for most people to speak
like a newscaster, much less to maintain that
speech consistently over time. Learning and main-
taining this vocal pattern takes time and cognitive
energy.,

Even with some conscious effort to continue to
speak in a consistent and appropriate manner, a
consistent voice pattern is not always easy to
achieve. Frankish et al. (1992) observed that rec-
ognition accuracy can drift with time on task. In a
numeric entry task involving 16 subjects, accuracy
declined by about 4% over the first half hour of the
task. Follow-up studies revealed that this was not
because of fatigue, but was primarily the result of
changes in speech patterns during performance of
the task as compared to the initial enrollment pro-
cess. This problem is exacerbated when the user
has a cold or other temporary condition that affects
voeal quality.

A final error prevention method involves antic-
ipating errors before they occur. For example, if a
user is about to enter an acronym, proper noun, or
other word that might be expected to result in a
recognition error, he or she can spell the word out
rather than speaking it. This requires the foresight
to anticipate a problem and the correct recall of
how to do this (it typically requires a special com-
mand, such as “Spell,” followed by the letter-by-let-
ter spelling of the word). Both of these actions re-
guire cognitive energy and have an associated cost.

Other Cognitive Costs

Some subtler forms of cognitive cost may also be
involved in the use of ASR systems. First, the
“choice-of-methods” issue often exists on a gross
level. Because most ASR users also have a non-
gpeech method that they can use for computer in-
put, they are continually faced with the decision of
which method to use in which circumstance (Jones
et al., 1992).

Second, the need to correct recognition errors
means that use of the ASR system is far from
transparent; the user’s attention must be shared
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between the primary task domain and the output
of the ASR system. Frankish and Noyes (1990)
supply empirical evidence for the view that error
detection and correction activities can interfere
with performance of the primary task. During a
numeric data entry task, subjects were asked to
enter four-digit numbers using speech input. Their
memory for the digit strings was nearly flawless in
cases where no recognition errors occurred during
entry. However, of entries in which a recognition
error did occur, almost 12% also contained a mem-
ory recall error.

Third, Shneiderman (2000) has recently raised
an interesting hypothesis about whether the use of
the speech channel itself, even in conditions of per-
fect recognition, can interfere with short-term
memory and problem-solving ability. He points out
that more cognitive resources are required for
speaking than for physical activity. In relation to
computer use, this means that it is easier to type
and think simultaneously than it is to speak and
think gimultaneously. The evaluation of the
StoryWriter ASR system for journalists provides
some anecdotal evidence for this viewpoint (Danis
et al., 1994).

Physical Interference With Other Tasks

A typical user of ASR is connected to the system
via a headset microphone, which is plugged in to
the computer’s sound card or USB port. For some
users, this tethering represents a nuisance, inter-
fering with the performance of other tasks that
may be necessary during computer use. For ex-
ample, performing pressure relief may require
backing away from the work desk, making it nec-
essary to remove, then replace, the headset each
time pressure relief must occur. Similarly, access-
ing paper materials or other items that are not di-
rectly within reach of the computer may also re-
quire removal of the headset. If the phone rings,
the user may also need to remove the headset and
remember to turn off the ASR microphone before
answering. Individuals who use head-controlled
pointers such as the HeadMaster Plus® must either
attempt to wear two headsets simultaneously or
find a different solution.

Some of these issues can be solved by a more
thorough integration of technologies or improved
workstation design. In addition, wireless alterna-
tives to the default microphone do exist, but they

% Prentke Romich Company, 1022 Heyl Road, Wooster, OH
44691; www.prentrom.com.
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represent an added cost and may not always work
as well as the hard-wired headset microphone.

Vocal Fatigue

There has also been some suggestion in the lit-
erature that use of speech recognition can have un-
anticipated physical consequences. Although de-
creasing the biomechanical load on upper extrem-
ities and postural systems, ASR can exact a great-
er load on the vocal system. This may cause only
minor discomfort for some, but Kambeyanda, Sing-
er, and Cronk (1997) report on four individuals
who developed chronic vocal stress requiring treat-
ment after 1 year of using a DSR system. Because
use of CSR requires fewer starts and stops and al-
lows for more natural vocal patterns, its stress on
the voice should be less than older discrete systems
(Grubbs, 2000). But there are anecdotal reports of
vocal fatigue and injury among CSR users, al-
though the prevalence of the problem is unclear
(Grubbs, 2000).

Social and Work Environment Considerations

The work environment in which ASR is used can
have a significant impact on user performance.
Key considerations include placement and stabili-
ty of the microphone, workplace background noise,
and the extent to which ASR use disturbs othersin
the environment (Gardner-Bonneau, 1999). People
who work in a noisy environment or simply like to
listen to moderately loud music may find that they
need to retrain the system frequently or accept
lower accuracy levels. The need to speak aloud also
reduces the user’s privacy in some situations. Zem-
mel et al. (1997) found ASR unsuitable for hospital
emergency room or radiology environments be-
cause of background noise and other environmen-
tal issues.

Technical Barriers

Finally, although speech recognition technology
has advanced significantly over the past decade,
there are still some technical barriers to success-
ful, hassle-free use. First, even though today’s per-
sonal computers have amazing hardware capabil-
ities at a fairly low cost, use of ASR still requires
a major share of computing resources (Blotzer,
2000; Lenker, 1998). The “minimum system re-
quirements” listed on the packages of most ASR
systems significantly underestimate what is re-
quired for satisfactory performance. During the
course of normal computer use, multiple applica-
tions may be open simultaneously, which can sig-
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nificantly degrade the recognition response time
(Gardner-Bonneau, 1999). Because ASR tends to
“hog” system resources, some users may not open
it for use unless they are certain that they are go-
ing to use it (e.g., for typing a large amount of text).
Second, there remain various problems in compat-
ibility between the ASR software and other appli-
cations. In the past, a user’s only option was to dic-
tate into a specialized ASR application, then cut
and paste the results into the desired application,
such as a word processor. Today’s ASR systems are
much more closely integrated with user applica-
tions, and users can generally dictate directly into
the most popular application programs. However,
the ASR system may not work in the same way
with all software. With Dragon Naturally-
Speaking, for example, some applications support
“gelect-and-say” commands issued by voice, but
others do not. Still others may not work with
speech input at all (Blotzer, 2000).

Summary

The literature suggests that a variety of barriers
to successful use of ASR systems may exist, al-
though specific information on their impact and
prevalence is not always available. The goal in re-
viewing these barriers is not to suggest that they
are insurmountable or that successful use of ASR
is not achievable. The purpose is to show that there
may be reasons why ASR is not a panacea for all
mdividuals who need alternatives to standard
methods of computer input, as well as to highlight
why we might need to study these issues in more
depth. We have a long way to go to determine how
large or small these barriers truly are for people
who have disabilities.

As ASR technology advances—as it certainly
will—will these barriers still exist? Fundamental
issues such as the suitability of speech as a medi-
um for computer interaction, the possibility of in-
terference between speech and other cognitive ac-
tivities, and the impact of ASR use within social
and work environments are relevant regardless of
the sophistication of the speech recognition tech-
nology. Some potential barriers, particularly those
associated with recognition errors, may be miti-
gated as expected recognition accuracy improves
beyond 95%. However, in the foreseeable future,
perfect accuracy is not realistic, so the need for
identifying and correcting recognition errors is ex-
pected to remain for quite some time. Effective in-
teraction will still require cognitive tasks such as
development of a mental model of how the system
works and how to speak to it, memorization of spe-
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cific commands related to ASR use, an understand-
ing of which error correction strategy is best suited
to a particular situation and the particular steps
required to execute that strategy, and shared at-
tention between the task domain and operation of
the ASR system.

The presence of these cognitive activities is what
distinguishes use of an ASR system from the nat-
ural speech of a conversation. The need to fre-
quently engage in even short-duration cognitive
actions during human-computer interaction can be
both tiring and time-consuming to the user (Card,
Moran, & Newell, 1983; Koester & Levine, 1996).

SUMMARY AND IMPLICATIONS

This review sheds some light on the research
questions listed at the beginning of the article, and
it also reveals major gaps in our current under-
standing. The questions are repeated here, with a
brief summary of the extent of our knowledge.

1. How well are speech recognition systems meet-
ing the needs of users who have disabilities,
particularly for the accommodation of physical
disabilities? Schwartz and Johnson’s (1999)
survey of discrete speech users suggests that
those who continue using their systems (about
75%) are satisfied with them. We have found no
data on the satisfaction of continuous speech
users.

2. What is the range of productivity that a user of
an ASR system can expect? How does this de-
pend on the characteristics of both the user and
the task? Relatively little empirical information
is available on performance of general computer
access tasks using CSR systems (see Table 1).
For text entry rate, reports on users without
disabilities range from 8 to 30 wpm. We have
seen no data on the use of continuous speech
systems for common tasks such as command
and control of the operating system desktop or
surfing the Web. And none of the literature we
found focuses on use of CSR to accommodate
physical disabilities. The lack of data relative to
users who have physical digabilities is particu-
larly striking, especially in light of the common
assumption that people with disabilities will be
enthusiastic and early adopters of ASR tech-
nology (Danis & Karat, 1995; Seelbach, 1995;
Shneiderman, 2000).

3. What is the learning curve associated with ASR
gystems? How long does it take to develop a
high degree of proficiency? Only a fraction of the
existing data describes skilled use, or how skill
develops over time. Studies by Karat and col-
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leagues (Halverson et al., 1999; Karat, Halver-
son, et al., 1999) suggest that today’s continu-
ous speech systems can be used with some suc-
cess after only 2 hours of training, but that skill
is still developing even after 20 hours of use
over a period of weeks.

4. Are there human factors costs that may par-
tially counteract the benefits of using ASR sys-
tems? Many studies suggest that human factors
issues and other barriers are involved in the use
of ASR. Cognitive and perceptual overhead, the
potential for vocal stress, and related challeng-
es may, in some cases, combine to significantly
reduce user performance and comfort. Howev-
er, the magnitude and prevalence of these ef-
fects are only partially understood.

5. If so, are there ASR system assessment and im-
plementation methods that can reduce the im-
pact of these costs and result in improved user
satisfaction and productivity? Several clini-
cians who work with speech recognition users
have shared some of their hard-earned wisdom
aboutissues such as appropriate training meth-
ods and technical procedures for successfully in-
stalling and maintaining ASR systems (Cantor,
2001; Grott & Schwartz, 2001; Horner et al.,
1993; Lenker, 1998). However, we have found
no research studies specifically focused on de-
veloping and evaluating clinical interventions
that involve ASR, and these would be a valu-
able complement to the qualitative information
that already exists.

Opportunities abound for research in this area.
We need to better understand user satisfaction,
learning and training requirements, and user pro-
ductivity. We also need greater insight about the
extent to which the potential barriers discussed
here affect user performance and how to reduce
their effects. A key component is the extensive in-
volvement of people with disabilities in any study.
At the University of Michigan Rehabilitation En-
gineering Research Center, we are in the midst of
a 3-year project that is addressing these issues in
the particular context of ASR use for text entry by
users with physical disabilities. Carefully designed
research and the integration of that research into
clinical practice are important parts of effectively
applying today’s speech recognition systems and
helping users to reap the full benefits of the tech-
nology.
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